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Overview

1. Recall Autoencoding Variational Bayes

2. Evaluating Deep Representation Learning
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Recall Autoencoding

Variational Bayes



Black Box is easy to implement!
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Gradient Estimates of the ELBO

ELBO = Eqν [logpθ(z, x)]− Eq[logqν(z)]

where ν are the parameters of the variational distribution and
θ the parameters of the model (as before).

Aim: Maximize the ELBO

Problem: Need unbiased estimates of ∇ν,θELBO.
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Algorithm

Algorithm 1 Black Box Variational Inference

1: Input: data x, model p(x,z), variational family qϕ(z),
2: while Stopping criteria is not fulfilled do
3: Draw L samples zl ∼ qϕ(z)
4: Update variational paramater using the collected samples

ϕ← ϕ+ δt
1

L

L∑
l=1

∇ logq(zl)(logp(x, zl)− logq(zl))

5: Check step size and update if required!
6: end while

Note: Active research area (problem) is the reduction of the
variance of the noisy gradient estimator.
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Illustration*

*The Spectator Blog: ML Trick of the Day
http://blog.shakirm.com/2015/11/
machine-learning-trick-of-the-day-5-log-derivative-trick/
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Comparison

Score Function (reinforce)

• Differentiates the density ∇νq(z, ν)
• Works for discrete and continuous models

• Works for large class of variational approximations

• Variance is a big issue

Pathwise (reparameterization)

• Differentiates the function ∇z[logp(x, z)− logq(z, ν)]

• requires differentiable models

• requires variational models to have special form

• In practice better behaved variance

Appendix D in https://arxiv.org/pdf/1401.4082.pdf
provides a discussion about variance of both approaches.
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Variance Comparison*

*NIPS Variational Inference Tutorial 2016
https://media.nips.cc/Conferences/2016/Slides/6199-Slides.pdf
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GAN Progress*

*Brundage et.al. 2018 https://img1.wsimg.com/blobby/go/
3d82daa4-97fe-4096-9c6b-376b92c619de/downloads/1c6q2kc4v_

50335.pdf
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Progress GANs vs. State of the art VAE

GAN *

Recent VAE*

*Brundage et.al. 2018 https://arxiv.org/pdf/1802.07228.pdf
*Zhao et.al 2017 https://arxiv.org/pdf/1702.08658.pdf
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Summary

Variational Autoencoders

• for image generation, necessity to reconstruct each pixel

• reparametrization is not applicable to discrete latent variables

• usually only allows to use a fixed standard normal as a prior

• images are often blurry compared to high-fidelity samples
generated by GANs

• allows for efficient Bayesian inference

Generative Adversarial Networks

• Instability of training

• mode collapse i.e. generated samples are often only from a few
modes of the data distribution

• only visual inspection since GANs do not support inference (can
additionally train an inference network)

• does not support discrete visible variables

Generally: We are unable to control the attributes of generated sam-
ples e.g. aim for regularization which enforces disentangled latent
codes.
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Gan Zoo*

*https://github.com/hindupuravinash/the-gan-zoo
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Gradient Estimation
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Overview
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Gradient Estimation
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Policy Optimization*

*https://sites.google.com/site/trpopaper/
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Some Scepticism*

*http://www.argmin.net/2018/02/20/reinforce/ 16
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Evaluating Deep

Representation Learning



The Problem - Metrics

How do we evaluate generative models?

• For tractable likelihood models: Evaluate generalization
by reporting likelihoods on test data

• Proxy to likelihood might be available e.g. ELBO for VAEs.
• Visual Evaluation or e.g. using some metrics like

Inception Scores, Frechet Inception Distance, Kernel
Inception Distance based on heuristics like diversity,
sharpness, similarities in feature representation ....

Difficult Problem (recall guest lecture) ....
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How to evaluate latent representation

If available, we can evaluate the latent representation using
the metric from a downstream task e.g. accuracy for
semi-supervised learning.

For unsupervised evaluations can be based on:

• Clustering using some attribute labels available e.g. color
in MNIST.

• Compression

• ’Disentanglement’

• ....

Problem: At least partially a renaming of the problem i.e
shifts the focus from how to evaluate representations to the
evaluation of clusterings ...
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Clustering*

Example: Cluster based on learned 2D representation, color
denotes true labels.

Problem: How do we validate clustering? (Spring 2019: Prof. J.
Buhmann Statistical Learning Theory)
*Makhzani et.al Adversarial Autoencoders 2016
https://arxiv.org/pdf/1511.05644.pdf
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Next week

• Combination of deep representation learning with
dynamics

• Disentanglement

• Summary
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Questions?
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